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Computer Vision

- Ability to "see" an image and understand the content.
- Trivial for a human being, even for small children

- A person can describe the content of a photograph that he has seen once.
- A person can summarize a video that he has only seen once.
- A person can recognize a face that he has only seen once before.



Image-Language Models in the Library: The Case for CLIP
Javier de la Rosa, Jean-Philippe Moreaux, and Horace Lee

AI-lab

Images are matrices



Image-Language Models in the Library: The Case for CLIP
Javier de la Rosa, Jean-Philippe Moreaux, and Horace Lee

AI-lab

Images are matrices



Image-Language Models in the Library: The Case for CLIP
Javier de la Rosa, Jean-Philippe Moreaux, and Horace Lee

AI-lab

Color images are tensors

                                    𝑐h𝑎𝑛𝑛𝑒𝑙 𝑥 h𝑒𝑖𝑔h𝑡 𝑥 𝑤𝑖𝑑𝑡h

Channels are usually RGB: Red, Green, and Blue
Other color spaces: HSV, HSL, LUV, XYZ, Lab, CMYK, etc.
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Convolutions

https://docs.google.com/file/d/1x_k6hHrkyXphp5kYrFTJI3cv6jDTuAIq/preview
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Convolutions

https://docs.google.com/file/d/1l_r16acEwcrVq20llWDKJhQHNOm5qEJm/preview
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Convolutional Layer
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AlexNet

the paper that started the  
deep learning revolution!
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Classify an image into 1000 possible classes:

Abyssinian cat, Bulldog, French Terrier, Cormorant,  Chickadee, red    fox, banjo, 
barbell, hourglass, knot, maze, viaduct, etc.

 
 
 

Trained on the ImageNet challenge dataset with ~1.2 million images

Image classification
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Image classification

Classify an image into 1000 possible classes:

Abyssinian cat, Bulldog, French Terrier, Cormorant,  Chickadee, red    fox, banjo, 
barbell, hourglass, knot, maze, viaduct, etc.

cat, tabby cat (0.71) 
Egyptian cat (0.22)

red fox (0.11)
 

Trained on the ImageNet challenge dataset with ~1.2 million images
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AlexNet

conv+pool

conv+pool conv conv conv

linear linear

linear+softmax
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But what is happening?
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Deeper networks → more layers → better performance
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BERT

Pre-trained language models (Devlin et al., 2019)

● Transformer-based
● Masked Language Modeling

and Next Sentence Prediction
● Self-attention!
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BERT

Pre-trained language models (Devlin et al., 2019)

● Transformer-based
● Masked Language Modeling

and Next Sentence Prediction
● Self-attention!
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Self-attention on patches

An Image is Worth 16x16 words, Dosovitskiy et al., ICLR 2021
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Vision Transformers
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Text and Image Pairs

a red truck is parked on  a 
street lined with trees
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OpenAI’s CLIP: Contrastive language-image pretraining

- OpenAI collect 400 million (image, text) pairs from the  web

- Image encoder + text encoder with a simple contrastive loss: given a  
collection of images and text, predict which (image,  text) pairs actually 
occurred in the dataset
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OpenAI’s CLIP: Contrastive language-image pretraining
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Embedding Space
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«Maken»

Foto: Jørgen Schyberg
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api.nb.no/catalog/v1/items IIIF ALTO XML

cron

bucket

k8s

Download week n
JSON records images

JSON records books

Image vectorizer

Book vectorizer

nb.no

Image vectors

Book vectors

books-week-n.vct

images-week-n.vct

images cron ingestion 

books cron ingestion 
Maken Elastic

Keep vectors

Delete afterwards

GPU
JPEGs

TXTs

Discard afterwards

https://github.com/NbAiLab/maken-es-data

firstDigitalContentTime

accessAllowedFrom

https://github.com/NBAiLab/maken-es-data


Searching for similarities

- Precise ✅

- Slow ❌

Source: https://erikbern.com/2015/10/01/nearest-neighbors-and-vector-models-part-2-how-to-search-in-high-dimensional-spaces.html

https://erikbern.com/2015/10/01/nearest-neighbors-and-vector-models-part-2-how-to-search-in-high-dimensional-spaces.html
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Searching for similarities (approximately)

Approximate Nearest Neighbors
- Precise 🆗 

- Fast ✅

Source: https://erikbern.com/2015/10/01/nearest-neighbors-and-vector-models-part-2-how-to-search-in-high-dimensional-spaces.html

https://erikbern.com/2015/10/01/nearest-neighbors-and-vector-models-part-2-how-to-search-in-high-dimensional-spaces.html
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Managing AI workflows
for the BnF everyday life?

data

IT 
systems

New 
data

Visual AI 
ML Ops platforms
Aided-prompting
…

IT supportpractitioners

Models
● generic models
● models trained for heritage content
● locally trained models

Commodification of AI

Target: in-house + DH 
(BnF Datalab users)

Why: low staffing, limited 
IT resources

What for: building data processing 
pipelines on top of AI models 
(“Lego way”)

 

I’m very busy 
with our IT 
legacy systems!

I have 
lots  of 
ideas! 
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Dataiku DSS experiments

Use case #1: Gallica/classification

Semantic unsupervised image 
classification with CLIP model 
(OpenAI), using prompts:

○ “japanese painting”
○ “japanese ideograms”
○ “book bindings”
○ “blank pages”

on the Gallica Japanese engravings 
collection

https://gallery.dataiku.com/projects/EX_CLIP/
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Dataiku experiments

● Zero annotated data (we 
leverage CLIP “knowledge”)

● Visual design of 
workflows (Dataiku)

● Accuracy ≃ 95%

https://gallery.dataiku.com/projects/EX_CLIP/
(go to the </> Webapps menu)

https://drive.google.com/file/d/18WliVocf8AAp-S0Rw_MeqRFnkXO3ae9D/view?usp=sharing
https://gallery.dataiku.com/projects/EX_CLIP/
https://gallery.dataiku.com/projects/EX_CLIP/
https://gallery.dataiku.com/projects/EX_CLIP/
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Dataiku experiments

Use case #2: Gallica/classification

Newspaper illustrations types 
classification:

○ GT: 9,500 tagged images 
from French newspapers 
(1910-1920)

○ 4/10 classes (“prompts”)
○ Accuracy ≃ 90%

● Ads,an monochrome illustrated ad printed in a heritage newspaper
● Chart,a chart or a diagram printed in a heritage newspaper
● Comics,a comics printed in a heritage newspaper
● Drawing,a monochrome drawing printed in a heritage newspaper
● Engraving,a color or grayscale old engraving printed in …
● Games,a crossword grid or a chess game or a word game or a checkers 

game printed in a heritage newspaper
● Manuscript,a handwritten text
● Map,a monochrome map printed in a heritage newspaper
● Photo,a black and white picture printed in a heritage newspaper
● Score,a printed musical score printed in a heritage newspaper

http://127.0.0.1:5000
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Other experiments

Use case #3: Conservation dpt

Semantic indexation of a photo 
bank from the BnF books 
restoration workshops 
(50k files)

Images CLIP

(information retrieval)

object detection OCR

(data linking with 
IT systems)

“a photo of a decorated paper”

https://gallica.bnf.fr/iiif/ark:/12148/bpt6k9604118j/manifest.json
https://gallica.bnf.fr/ark:/12148/bpt6k9604118j/f11.item
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Other experiments

Use case #3: Conservation dpt

Evaluation on 500 images :
accuracy ≃ 34%
(multi-label scenario…)

but effective for an IR task on 
a niche context (book restoration)

corner

ribs

cover
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Other experiments with CLIP

Use case #4: IR for the digital 
humanities 

“Histoire du quartier Richelieu” project 
(INHA, ENC, BnF…)

● Multi-institutional data aggregation

● Visual analysis of small but 
heterogeneous corpora (engravings, 
maps, architectural drawings, ads, …)

“a woman wearing a blue dress”

https://quartier-richelieu.fr/

https://quartier-richelieu.fr/
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WISE Image Search Engine (WISE)      [10mins]

● Developed by Horace Lee, Prasanna Sridhar, Abhishek Dutta
(Research Software Engineers at University of Oxford)

● An image search engine built around CLIP
○ Easy to use
○ Fast search speeds
○ Use with your own image collections

● Multimodal search (search with natural language, images, or a combination of 
both)

● Demo on 50+ million images from Wikimedia Commons
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WISE Image Search Engine (WISE)      [10mins]

● Code is available open source: https://gitlab.com/vgg/wise/wise
● Feel free to contact us if you would like to use WISE in your own organisation 

/ research
○ {horacelee, prasanna, adutta} @ robots.ox.ac.uk

https://gitlab.com/vgg/wise/wise
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Thanks!

Questions?

Javier de la Rosa
versae@nb.no

Jean-Philippe Moreux
jean-philippe.moreux@bnf.fr
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Horace Lee
horace.lee@eng.ox.ac.uk

mailto:versae@nb.no
mailto:jean-philippe.moreux@bnf.fr
mailto:horace.lee@eng.ox.ac.uk

